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Abstract:	A proposal to clarify the difference of Vertical Federated Learning and Horizontal Federated Learning.
1 Discussion
Federated learning among multiple NWDAFs is a machine learning technique in core network that trains an ML Model across multiple decentralized entities holding local data set, without exchanging/sharing local data set. This approach stands in contrast to traditional centralized machine learning techniques where all the local datasets are uploaded to one server, thus allowing to address critical issues such as data privacy, data security, data access rights.
NOTE 1:	Horizontal Federated Learning is supported among multiple NWDAFs, which means the local data set in different FL client NWDAFs have the same feature space for different samples (e.g. UE IDs).

Since we already had a clear definition of HFL in TS 23.288 clause 5.3 NOTE 1 shown above, a suggestion is to re-use the agreed definition of HFL with small modifications. So the definition of VFL is written below to align with the format of definition of HFL.
Proposal
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For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
Horizontal Federated Learning(HFL): a federated learning technique without exchanging/sharing local data set, wherein the local data set in different FL clients for local model training have the same feature space for different samples (e.g. UE IDs).
Vertical Federated Learning(VFL): a federated learning technique without exchanging/sharing local data set, wherein the local data set in different FL clients for local model training have different feature spaces for the same samples (e.g. UE IDs).
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